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	 Overview of the Spam Issue
In recent years, electronic mail users 
around the world have noticed that 
an increasing amount of unsolicited 
e-mail reaches their mailboxes. So far, 
a number of filtering methods have 
been proposed to address this problem, 
such as: Bayesian, Black-Lists/White-
Lists, Image, URL filtering, Heuristic, 
etc. The idea behind any spam filtering 
technique, (heuristic, probabilistic or 
keyword based) is the same: as spam 
messages usually look different from 
legitimate messages, a good way to 
identify and stop them is to detect 
these differences. Judging by the 
results of these filtering methods and 
given that spam changes every day, 
the best way to solve this problem 
would be to use all of these features for 
a combined and more accurate effect. 
Easier said than done!. Ever since the 
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emergence of these technologies spam-
mers have improved their techniques, 
so that spam still gets to its destina-
tion.  They have used obfuscation, 
masking words so only a human would 
understand them, they have taken ad-
vantage of the vulnerabilities of  Html-
parsers or even masked the content 
in such a way that it would be almost 
impossible for a computer to make 
the difference. Anti-Spam solutions 
have had to increase the frequency of 
the updates and also to develop more 
heuristics in less time. The need for an 
automatic process that would quickly 
learn the characteristics of the new 
spam without affecting the accuracy 
of detection on less recent spam has 
become vital. The answer we have 
found to address this problem lies in 
the artificial neural networks. 

	 About Neural Networks
A neural network consists of a large number of processing elements, called neu-
rons. Each neuron has an internal state, called its activation or activity level which 
is a function of the inputs it has received. Typically, a neuron sends its activation 
as a signal to several other neurons. A neuron can send only one signal at a time, 
although such signal may reach several other neurons. An artificial neural network 
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can also be seen as an information 
processing paradigm that is inspired by 
the way biological nervous systems, 
such as the brain, process information. 
Neural networks take a different ap-
proach to problem solving than that of 
conventional computers. Conventional 
computers use an algorithmic approach 
-i.e. the computer follows a set of in-
structions in order to solve a problem. 
Unless the specific steps that the com-
puter needs to follow are known, the 
computer cannot solve the problem, 
which restricts the problem solving 
capability of conventional computers to 
problems that we already understand 
and know how to solve. In addition 
to that, conventional computers use a 
cognitive approach to problem solving; 
the way the problem is to be solved 

must be known and stated in small 
unambiguous instructions. These in-
structions are then converted to a high 
level language program and then into 
machine code that the computer can 
understand. These machines are totally 
predictable; if anything goes wrong it is 
due to a software or hardware fault. 
Neural networks and conventional 
algorithmic computers do not compete 
but complement each other. Certain 
tasks, such as arithmetic operations, 
are more suited to an algorithmic ap-
proach whereas others require neural 
networks. Even more tasks ask for 
systems that use a combination of the 
two approaches (normally a conven-
tional computer is used to supervise 
the neural network) for a maximum of 
efficiency. 

A neural network is said to learn off-line if the learning phase and the operation phase are distinct. A neural network 
is said to learn on-line if it learns and operates at the same time. Usually, supervised learning is performed off-line, 
whereas unsupervised learning is performed on-line.
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Our idea was to create an automated 
process that will gather the spam and 
ham corpus over a certain period of 
time, study its characteristics and learn 
without any human involvement. The 
faster this process is done, the faster 
the response. 
But neural networks do have some 
problems. When met with large 
amounts of data, results tend to drop. 
Feed-forward neural networks tend to 
forget some of the information learned 
at the beginning of the process, or the 
output data becomes somewhat cha-
otic. Based on this insight, as well as 
on the fact that spam can be split into 
several distinct categories, we have 
developed a tree of neural networks 
that can classify large amounts of data 

faster and without affecting detection 
accuracy. Each of the neural networks 
in this hierarchy works on a different 
type of spam, so that the input and the 
output are limited enough not to con-
fuse the net and to keep performance 
at its highest.

A good example of this would be the 
fact that we have created a subcat-
egory called fraud, which contains 
messages trying to trick the user into 
sending money or giving away informa-
tion about his credit card. 
Further, we have identified a subtype 
of fraud,  namely phishing, with its 
resourceful variants: once, a spammer 
trying to steal information about the 
user’s credit card by disguising him-

self as a self claimed rich 
Nigerian who wants to get 
some money out of the 
country and needs your 
help to do so, by sending 
him some money; other 
times it is the lottery trick, 
where the spammer tries 
to get personal informa-
tion from you by claim-
ing that you have won a 
few million dollars at the 
lottery; there’s also the 
stock story, where you re-
ceive tips on how to buy 
stock, and so on. It is ob-
vious that all these have 
something in common and 
that they can make up a 
category of their own. 
Each subtype has its own 
characteristics which set 
it apart, which allows for 
further subcategorization. 

New Structure Using Neural Networks
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	 Efficiency
The detection rate improves consistently when 
new inputs are added, and can easily grow to 
almost (or even) 100%. Also, the number of 
heuristics that can be added is infinite, with-
out being afraid of the time performance. The 
key element of the detection is not how many 
heuristics we have, but the patterns that are 
discovered during the training phase. A certain 
keyword in an email doesn’t mean that it’s cer-
tainly spam, but also doesn’t mean that it isn’t. 
A pattern will be an entire list of key elements 
found in the body of the email, and the analysis 
process can be done even if there is only one 
word that can be considered spam-like. If during 
training, a similar email entered the neural net, 
the analysis process would identify it correctly.

During the training, if the neural net-
work module does not find a category 
into which to integrate a particular 
pattern, it will create a whole new cat-
egory. Therefore, if too wide a variety 
of spam is fed to the neural network, 
the number of categories will increase, 
which is likely to slow down the analy-
sis. However, if the neural network is 
specialized on a single type of spam, 
even with an increased number of 
heuristics the rapid overflow of output 
categories is avoided and the analysis 
is more precise and refined. 

Supposing now that the hierarchy of 
neural networks has been trained and 
that it is ready to be tested, when an 
email arrives the system must provide 
an answer as to its nature: legitimate, 
spam (a certain type) or “don’t know” 
(which will also be considered legiti-
mate to prevent false positives). First, 
the general type of heuristics will be 
run on the mail to see what category 
can accept it. If no matching category 

is found, the mail will be consid-
ered legitimate; otherwise, it will 
be passed on to the next neural 
network that deals with that type of 
spam and the algorithm will repeat. 
At this point, information is extract-
ed, but only as much as needed for 
the input required for the neural net-
work in question. If the next level 
the mail reaches is another neural 
network, the information is passed 
on and the algorithm repeats. If the 
mail cannot be classified, it counts 
as legitimate mail but if the next 
level is a final category (a leaf in our 
tree) then that email has been clas-
sified and the process ends. 

Therefore, the process works based 
on a selective information extrac-
tion basis, which gives a speed 
boost to the analysis. Moreover, the 
neural networks approach is more 
refined and potentially far more ac-
curate and reliable in accomplishing 
this task.

Our experiments show that the neural 
networks approach is more refined, 
more mathematical and potentially far 
more accurate and reliable in accom-
plishing this task. Using only this filter 
(BitDefender NeuNet - patent pending 
technology), on a set of more than two 
millions of emails (which 80% were 
used only in training and 20% in test-
ing) we achieved 100% detection on 
the training corpus and 97.56 on the 
test corpus, and the system performed 
much more faster than a heuristic filter.
In conclusion we consider this filter as 
being the next level in fighting spam 
using neural networks.
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	 About BitDefender®
	 BitDefender is a leading global provider of security solutions that satisfy the protection  
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Romania. Further information about BitDefender can be obtained by visiting: www.bitdefender.com
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